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Recipe For a World Class HPC System
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High Performance Ethernet Network
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Congested Interconnect

Your commute at 4:00 AM Your commute at rush hour
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Slingshot : Fine-Grain Adaptive Routing – 3 Hops to Anywhere
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● 64 compute blades

● 4-8 sockets/blade

● 256-512 sockets/cabinet

● 32,768 cores per Cabinet with 

64 cores CPU- capable to 49k+

cores/cabinet with 96 cores 

CPU 

● Scalable power & cooling

● W3 (32C) or W4 (45C) water 

(limitation applies on the CPUs)

● Modular power up to 300 KW

● 400-480 VAC feeds
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Chassis
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16 Downlinks
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