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Background / Motivation

▪ To provide more option to run containerized applications.

▪ To handle supporting application for the main HPC applications i.e. small-size database.

▪ To support more type of workloads.

Environment

▪ The kubernetes cluster is deployed within ASPIRE2A system architecture – an on-
premise HPC system. 

▪ Login nodes and Viz nodes are the main working spaces for users.

▪ Altair PBS Pro and Altair Budget are the main scheduler and accounting system.

▪ Parallel file system storage – Lustre and GPFS.

▪ Security policy for HPC system – jobs must run as user’s uid.



Cluster Configuration

▪ 16 nodes (1024 CPU cores) with specs : 

▪ 2x AMD Milan 75F3 CPU 32-core, up to 
4GHz 

▪ 512 GB RAM

▪ 2x 480GB SSD

▪ 50GbE interconnect 

▪ Slingshot 100Gb interconnect.

▪ RHEL 8.4 OS

ASPIRE2A

Accelerated
Nodes – 82 nodes

(5,632 CPU cores & 
352 A100 GPUs)

Large Mem
Nodes – 16 nodes 
(2,048 CPU cores)

High Freq
Nodes

Main System – 768 nodes
(98,304 CPU cores)



Cluster Configuration

~8PB ~10PB500TB

14 nodes
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Integration with PBS Pro



Supported Workloads

Job CronJob Deployment StatefulSet

Purpose

Run pod(s) once until 
completion. 

Run Jobs on repeating 
schedule.

Applications that are 
persistent and stateless 
(does not care which 
network it is using, and it 
does not need permanent 
storage).

E.g. webui-based 
application.

Applications that are persistent 
and stateful (ensure that pods 
can be reached through unique 
identities – like hostname, IP –
that will not change). 

E.g. databases.

Features / 
Additional 
Parameters

parallelism – run multiple 
pods in parallel.

activeDeadlineSeconds –
time limit (walltime).

suspends – to holds the Job 
(delete active pods if any).

completions – number of 
successful pods in order to 
mark the job is completed.

Similar like Jobs.

schedule – repeating 
time, i.e. "*/1 * * * *"

replicas – to guarantee the 
availability of a specified 
number of identical pods.

Rolling updates and 
Rollback.

Name replicas with ordinal 
index.

volumeClaimTemplates –
template for PVC. Unlike the 
Deployment, each pod in 
StatefulSet will has its own PVC.



User and Security Policy

▪ Kubernetes service is available on request basis.

▪ SSL cert and kubeconfig will be provided upon on-boarding.

▪ Interfaces to users are via Login nodes (command line) and Viz nodes (remote desktop).

▪ Role-based Access Control (RBAC) is enabled.

▪ Projects/Groups have their own respective namespaces.

▪ Project/Group lead allows to control the role of project’s member in their own namespace.

▪ Namespaces will have resource limit.

▪ Pod Security Policy (PSP) is enabled.

▪ Default – run as user’s uid and gid, allow to mount all storage (GPFS, Lustre, PV).

▪ Restricted – allowed to run as root, can only mount PersistentVolume.

▪ Privileged – designed for applications managed by Administrator.



Future Improvement

▪ Adding GPU nodes.

▪ Bare metal load balancer.

▪ More options on storage:

▪ Object storage.

▪ CSI-based StorageClass.
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